
Oracle DB Database Recovery Procedures

Assumptions:
· Tape restoration is not part of the corporate DR plan.   However, offsite tape copies, storage, and retention are the responsibility of the TSM group.
· The concurrency of data recovered will be limited by the frequency of snapshots and the transmittal of those snapshots to the DR location.

· The recovery scenario assumes a “smoking crater” where production servers as well as

the TSM server and tape library are lost.
· A system of recovery will be used to restore the content of all database related file systems and archive logs to the point of the last archivelog snapped (transmitted to the recovery site on a half-hourly basis).

· A system of recovery will be used to restore the content of all Unix local file systems and Oracle binaries to the point of the last zfs snapshot, transmitted to the recovery site on a nightly or ad-hoc basis.

· Disaster recovery server(s) and resources are comparable to production servers.

· Disaster recovery server(s) file systems are identical to production servers in name and size.

Backup
Unix NFS snapshots of local Unix filesystems will be transmitted nightly from production to the DR site, or whenever patching of the Unix boxes occurs.
Automated DR DB snaps will be generated throughout the day:

1) A script in the database server’s crontab will run every four hours to put the database in backup mode and create a snapmirror image of the database on the SBY NAS.  

2) Immediately following, a second script will copy this image to the NAS target in Datacenter2.
3) An independent NAS volume contains the DB archive logs (and one oracle DB control file).  This will be snapped to the Datacenter2 target archivelog volume on an every-half-hour basis.

Order of Restoration
In the event of a disaster recovery, the databases will be recovered in the following order if possible:
1) RMAN recovery catalog database

2) Customer databases, by order of customer request
The RMAN database catalog database should be the first database recovered.    Once a production database is recovered, it will become necessary to immediately start backing up it’s archive logs to tape in order to keep it functioning properly.   Because of this necessity, the RMAN database catalog needs to be the first database recovered whenever possible.
Recovery
Once the O/S, Oracle binaries, and datafiles on each machine have been recovered, using the latest zfs snapshots and Snapshot Manager snapshots, recovery of the database can be completed using a roll forward process by the Oracle DBA team.
Production Db Servers - Unix
sbupso01 – Production Oracle rman catalog server.  

sbupsg03 – Production Oracle database server.  
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Recovery Process
In the event of a DR recovery, the Datacenter1 snapmirror link will be broken, allowing Read/Write access to the DR target database in Datacenter2.  All following steps occur at the Datacenter2 site.

The first step in the disaster recovery process is to recover the Oracle recovery manager catalog database. After the catalog database is recovered, it is then possible to recover the rest of the production databases from snapshots at the DR site.   The catalog database maintains detailed records of all production databases and archive log backups and is necessary to perform ongoing backups to tape after each database is recovered.
The disaster recovery procedure is as follows:

1. Recover the Oracle recovery manager catalog (RCAT) database on the designated DR site server.

a) Verify all RCAT mount points and directories are available.

b) Verify that the RCAT backup directories are present on the DR site server.

c) Have backup team restore the RCAT directories from the last snapshot backup.

d) Verify all RCAT datafiles, redo logs, and controlfiles to the RCAT database file systems made available in step 1.1

e) Verify the Oracle Software binaries have been properly restored.

f) Ensure the proper user environment exists, including the existence of .profile files.

g) Set the RCAT environment and startup the RCAT database and listener.

2. Recover the production databases on the DR site by order of customer preference.   For each database:
a) Verify that all Unix and Intel Database mount points and directories are available.

b) Find the last log number in the archive destination directory, to use in the incomplete recovery of each database.    Make certain that all archive logs have been recovered from the half-hourly snapshots.

c) Verify permissions and ownership of Oracle datafile directories

d) Verify the Oracle Software binaries have been properly restored.

e) At the Datacenter2 site, the unix/oracle autostart routine will be disabled, so that the database will not be started when the Datacenter2 local zone is started by the DR SA

f) Use sqlplus to perform an incomplete recovery of each Unix and Intel database through the final log determined in step 2.2
g) Startup each instance in mount mode.    Issue the following commands:
recover database until cancel using backup controlfile;

alter database open resetlogs;

h) Startup the appropriate oracle listener for the server

i) Verify connectivity from each database from their respective application servers and have application support verify the recovery via the application server and Web interfaces. Then backup the recovered databases using the RMAN facility

