NSM 
Troubleshooting Guide

1NSM


1Troubleshooting Guide


3NSM Services ports


3NSM Directory structure


5Manual Shutdown / Startup of the entire NSM application


6How to restart services on the NSM GUI servers


8How to perform a live backup of the NSM


9How to delete and re-import a VSYS device in NSM


9How to unblock an IP from CLI


10NSM License is not loading


10Juniper KB Ref - KB11659




NSM Services ports

TCP port 7800/7803 (Device – DevSvr )
TCP port 7801 (Gui Server -client )

TCP port 7802 (HaSvr)
NSM Directory structure

/usr/netscreen contains the application root folders
/usr/netscreen/HaSvr  (on all four servers)

/usr/netscreen/GuiSvr  (only on the two GUI servers)

/usr/netscreen/DevSvr (only on the two Dev servers)

/usr/netscreen/HaSvr/var/haSvr.cfg   (config file for HA and backups)

HA server related error logs directories:

/usr/netscreen/HaSvr/var/errorLog/backup.log 

/usr/netscreen/HaSvr/var/errorLog/ha.log

/usr/netscreen/HaSvr/var/errorLog/failover.log

Dev server related daemon directories (to check incoming connections from firewalls):

bash-3.00# cd/usr/netscreen/DevSvr/var/errorLog

bash-3.00# tail -f deviceDaemon.0

/usr/netscreen/DevSvr/utils/tech-support.sh (script output to provide to SIEM)

/usr/netscreen/GuiSvr/utils/tech-support.sh (script output to provide to SIEM)

/var/netscreen contains the data folders

/var/netscreen/GuiSvr  (only on the two GUI servers)

/var/netscreen/DevSvr (only on the two Dev servers)

/var/netscreen/dbbackup  (contains the DB backups)

/var/netscreen/installbackup  (is where the dbbackup directory is copied during installations and upgrades)
/var/netscreen/GuiSvr/errorLog (error log of Gui server)

/var/netscreen/DevSvr/errorLog (error log of Dev server)
NSM Start scripts:
 /etc/init.d/HaSvr stop/start/status (to stop/start/status/version of the Ha server application)

/etc/init.d/devSvr stop/start/status (to stop/start/status/version of the Dev server application)

/etc/init.d/guiSvr stop/start/status (to stop/start/status/version of the Gui server application)
Manual Shutdown / Startup of the entire NSM application
Note the process stop/start order is very important and should be respected at all times.

Shutdown:

Step 1: Stop HA

etc/init.d/haSvr stop

check with status at each step that each process is gracefully stopped

# /etc/init.d/haSvr status

nsm owner is nsm

Retrieving status...

highAvail (pid 24295)..............................OFF

highAvailSvr (pid 24975)...........................OFF

#

Step 2: Stop Dev Servers

etc/init.d/devSvr stop

Step 3: Stop Gui Servers

etc/init.d/guiSvr stop

Startup:

Step 1: Start Gui Servers

etc/init.d/guiSvr start

Step 2: Start Dev Servers

etc/init.d/devSvr start

Step 3: Start Ha Servers

etc/init.d/haSvr start

# /etc/init.d/haSvr status

nsm owner is nsm

Retrieving status...

highAvail (pid 24295)..............................ON

highAvailSvr (pid 24975)...........................ON

#

How to restart services on the NSM GUI servers
A restart of the GUI servers can be required in some cases like when the database is mistakenly locking a policy and not releasing it:

GUI servers:

tus1nsmwebpin01     155.64.195.201

tus1nsmwebpin02     155.64.195.202

1.  SSH to the GUI servers, and then sudo to root using this command:

# sudo su -

Then just perform the following steps provided by Adv.SIEM:

You have HA so we first determine which guiSvr is active:

On both servers:

The Active server shows:

# /etc/init.d/guiSvr status

nsm owner is nsm

Retrieving status...

guiSvrManager (pid 26390)..........................ON

guiSvrMasterController (pid 26572).................ON

guiSvrDirectiveHandler (pid 26725).................ON

guiSvrLicenseManager (pid 27192)...................ON

guiSvrStatusMonitor (pid 27344)....................ON

guiSvrWebProxy (pid 27532).........................ON

the Backup server shows:

# etc/init.d/guiSvr status

nsm owner is nsm

Retrieving status...

guiSvrManager (pid 24140)..........................ON

guiSvrMasterController............................off

guiSvrDirectiveHandler............................off

guiSvrLicenseManager..............................off

guiSvrStatusMonitor...............................off

guiSvrWebProxy....................................off

#

The server that shows only one process (guiSvrManager) as on is the non-active server.

The active server will show all the services are on.

On the non-active server:

/etc/init.d/haSvr stop

And then on the active server.

/etc/init.d/haSvr stop

/etc/init.d/haSvr start    

Then check if everything comes up correctly by:

# /etc/init.d/haSvr status

nsm owner is nsm

Retrieving status...

highAvail (pid 24295)..............................ON

highAvailSvr (pid 24975)...........................ON

#

               And then:

 
# /etc/init.d/guiSvr status

nsm owner is nsm

Retrieving status...

guiSvrManager (pid 26390)..........................ON

guiSvrMasterController (pid 26572).................ON

guiSvrDirectiveHandler (pid 26725).................ON

guiSvrLicenseManager (pid 27192)...................ON

guiSvrStatusMonitor (pid 27344)....................ON

guiSvrWebProxy (pid 27532).........................ON

Only when all the services in the guiSvr are up you can log back into the client to check (this may take a few minutes)

Once you can login with the guiClient:

on the non-active server:

/etc/init.d/haSvr start.

That will then bring up the haSvr process and the first guiSvr process and the DB will start syncing again.

You can see the sync status in the ServerMonitor within the guiClient or by entering on CLI:
bash-3.00# /usr/netscreen/HaSvr/utils/haStatus

=======================================================

H/A process status

=======================================================

Retrieving status...

highAvail (pid 24295)..............................ON

highAvailSvr (pid 24975)...........................ON

=======================================================

State of the local and peer H/A server

=======================================================

  Local Server:

  xxx.xxxx.xxxxxx         running network-up      db-repl:in-sync

  Peer Server:

  xxx.xxxx.xxxxxx         standby network-up      db-repl:in-sync

  bash-3.00#

 
How to perform a live backup of the NSM 

1. Log in to the active GUI server (yes, the GUI server, not the DB server).  How do you know which one is the active server?  Check the status (the active server will show all services are ON):
# /etc/init.d/guiSvr status
nsm owner is nsm

Retrieving status...

guiSvrManager (pid 26390)..........................ON
guiSvrMasterController (pid 26572).................ON
guiSvrDirectiveHandler (pid 26725).................ON
guiSvrLicenseManager (pid 27192)...................ON
guiSvrStatusMonitor (pid 27344)....................ON
guiSvrWebProxy (pid 27532).........................ON

2. Change to the directory /usr/netscreen/HaSvr/utils

3.  Execute the backup.  NOTE:  This has to be run as the nsm user – NOT root – or else it will screw up the permissions):

# sudo nsm ./replicateDb backup
How to delete and re-import a VSYS device in NSM 
1. Back up the config for both nodes from the CLI.

2. Delete the VSYS device in question (or the root device, if that’s what you’re up to)

3. Save As… the policy to something else to ensure you have a back up in NSM (and take note of which rules are disabled – see the last step for why)

4. Right-click the root device and choose “Import Device”

5. Follow the prompts, do the delta config, etc.

6. THEN, right-click the root device and choose New / VSYS Device

7. Follow the prompts.  You should now see any un-imported VSYS devices (i.e. the one you deleted)

8. Rename the VSYS, nodes, etc. to match our standard naming

9. You’ll likely have to reassign the right policy to the device, and re-enable the rules since NSM may disable all the rules!  (Aren’t you glad you noted which rules should be disabled?)

How to unblock an IP from CLI 
Note that with version 2008 this can be done from the GUI client, the procedure below should only be used as a last resort:

1. go to Active GUI Server cli, change dir as cd /usr/netscreen/GuiSvr/utils/

2. run script ./.xdbViewEdit.sh

3. When prompted like this Start XDB View Editor in read-only mode? [y]/n:n , give "n" to open in write mode.

4. When you get the list , then Enter choice number: 3 and Enter category name: blockedIPList

5. You will see the IP there, take a note of domain-id and object-id

6. now hit 'q' to come out. As an FYI, this utilty use less cmd so all less cmd works here.

7. Now Enter choice number: 7, and enter domain-id.category.tuple-id: as e.g 0.blockedIPList.1

8. now you will see the IP, just change the IP e.g. you have 10.10.10.10, make it to 1.10.10.10 and save it with wq! cmd. As an FYI, this opens in VI editor.

9. Now choose 3 to check if IP is changed successfully.

10. If yes then use option 12 to Quit.

NSM License is not loading

 Juniper KB Ref - KB11659

Synopsis:

Trying to install the NSM License gives an error: Invalid License File.  Failed Integrity Check.  

Problem:

The license file fails to load into NSM properly. 

There are three reasons for a NSM license to fail:

1.  License file is corrupt or contains extra information.

2.  NSM is running as non-root and there is a permissions issue.

3.  The license is not for this version of NSM:   HA, non-HA, wrong license for this server, etc.

Solution:

To troubleshoot these issues, follow these steps.

1.  License file is corrupt or contains extra information.

View the license file.  The license file should not contain any extra information above the line:   -----BEGIN PGP SIGNED MESSAGE-----  

This can happen when the license file is downloaded from the Juniper Support site.

See KB11505 for an example of what a NSM license should look like.

The license format is like this:

-----BEGIN PGP SIGNED MESSAGE-----  

brief info.

-----BEGIN PGP SIGNED MESSAGE-----  

key

-----END PGP SIGNATURE-----

Any extra info above the first ----BEGIN PGP SIGNED MESSAGE----- header should be deleted.

2.  NSM is running as non-root and there is a permissions issue.

If the NSM services are running as non-root, verify that the install ID is the same for both the root user and the NSM user.

a)  become user root:   su - root

b)  run /usr/netscreen/GuiSvr/utils/licenseDebug.sh installId

c)  become user nsm:   su - nsm

d)  run again:   run /usr/netscreen/GuiSvr/utils/licenseDebug.sh installId

The Installation Id shown in step b) and d) should be the same for both the root user and the NSM user.  If there is a difference, there is a permissions issue and SIEM should be contacted.

3.  The license is not for this version of NSM:   HA, non-HA, wrong license for this server, etc.

An NSM license for a standalone server will not install on an HA NSM server.  View the license and verify the license was generated properly. See KB11505 for an example of what a NSM license should look like.
Also, the installId may not be correct.  run /usr/netscreen/GuiSvr/utils/licenseDebug.sh installId and verify the Installation ID matches the Installation ID listed in the license file.

