
Clinical Floating Desktop - VMware View PoC 
Integration Overview

Purpose and Overview 
This guide presents information about the hardware and software prerequisites for installing and configuring the VMware View PoC infrastructure. 

This guide does not describe how to install and configure View 4.6. 

The content of this document is based loosely around the VMware View Reference Architecture published by VMware at http://www.vmware.com/resources and follows VMware best practices for View. 

Overview 
A VMware View environment consists of several different components, the most important being VMware vSphere™. Other high-level components and prerequisite considerations for View implementations are as follows: 

VMware View Customer Provided Infrastructure Components: 
· Microsoft Active Directory account(s): 

· 1 x User account for VMware View Composer to join desktops to the domain under the corresponding OU’s 

· 1 x User account for connectivity from View Connection Servers to vCenter for provisioning operations and management 

· 1 x User account for use as a designated vCenter Server administrator account 

· 1 x User account which is local administrator on Windows XP and Windows 7 images to be standardized for use in building the images and ongoing maintenance access 

· CIFS File Shares 

· 1 x ThinApp Repository 

· 20 GB recommended 

· 1 x User Data Share (20 Users – 10 GB storage per user) 

· 200 GB recommended 

· Microsoft SQL 2008  / 2012 SP1 Databases 

VMWare Server resources:
· 1 x Database for VMware vCenter 

· 1 x Database for VMware Update Manager 

· 1 x Database for VMware View Composer 

· 1 x Database for VMware View Events Database 

· 2 x Databases for Imprivata ESSO 

· 1 x SQL Administrative SA account configured with ownership and administrative access to all aforementioned databases as well as ownership of MSDB database on SQL server 
End-user computing devices to test access with:
· Repurposed workstations
· Thin clients (Potential limited support for proximity authentication solutions depending on Vendor/Make/Model) 
· iPad’s (No support for proximity authentication solutions)
· Zero clients (Potential limited support for proximity authentication solutions Vendor/Make/Model)
· Desktop operating systems: Windows 7 / 10 Professional/Enterprise, 32-bit / 64 bit 

· Microsoft software (Office 20xx)
· Server operating systems: Windows 2008  / 2012 Standard/Enterprise 64-bit 

· Microsoft SQL Server 2008  / 2012  Standard/Enterprise 64-bit databases and tools 

· Third-party software components 

All necessary software to install applications utilized by the following use cases: 

Phase 1 

· Microsoft Outlook 2013 (ThinApp) 

· Symantec Endpoint Protection 1x
· Internet Explorer 10 / 11 (ThinApp) 

· Adobe Reader 11
· Flash 

· Shockwave 

· Silverlight 

· Windows Media Player 11 

Phase 2 

Business Use Case 
· Internet Explorer 10 (ThinApp) 

· Internet Explorer 11 (ThinApp) 

· Internet Explorer 9 – 1x
· Flash 

· Shockwave 

· Silverlight 

· Microsoft Office 2007 – 2013 Standard Suite 

· Adobe Reader 

· Symantec Endpoint Protection 1x
· Windows Media Player 1x
Clinical Use Case:
· 2 business applications determined by CHI for ThinApp (which are supported by ThinApp) Meditech Magic 4 (Potentially ThinApp) 

· Access to CHI Portal (Potentially ThinApp) 

· Cerner 2010.02 (Potentially ThinApp) 

· Oracle 11g client 

· CoFax Capture 

· Meditech 6.0 (Potentially ThinApp) 

· McKesson PACs 11.6 (Potentially ThinApp) 

· HRSD Edition 

· Allscripts AEHR 11.2 

· Allscripts Practice Management 9.3 

· Microsoft Office 2007 – 2013 Standard Suite (Potentially ThinApp) 

· Internet Explorer 8 (Potentially ThinApp) 

· Flash 

· Shockwave 

· Silverlight 

· Symantec Endpoint Protection 1x
· Windows Media Player 11 

· Microsoft OCS outside of View on local endpoints 

EMC / VCE Provided Infrastructure Components: 

· Storage infrastructure 

· Shared LUNs provisioned to ESXi hosts designed for high peak utilization and low idle workloads for desktop disks (random I/O, small block transfers) 

· 5 x LUN’s – 360 GB/each 

· Good for 2 replica disks and 20 VM’s each 

· 600 IOPS Avg. estimate per datastore (30 IOPS per VM x 20)

Assumes 60 GB C: Drive (linked clones), 4 GB page file, 4 GB vSwap, 4 GB VM Growth and 20% padding 

· 1 x LUN – 512 GB 

· Storage of virtual desktop master templates 

· Larger LUNs for more static server workloads (mix of random, sequential reads and write I/O, mix of small block and large block transfers—typical of AD domain controllers, database servers, and file servers) 

· 2 x LUN – 308 GB 

· Storage for VMware View Server Components 

· Up to 4 virtual servers per datastore w/ 60 GB disks (240GB) and 4 GB RAM (16GB) swap file, 100MB log files (400MB) each + 20% padding 

· 1 x LUN – 128 GB 

· Storage for ISO images 

· All LUN’s should be configured to be presented to all five (5) ESXi hosts which are dedicated to VMware 

· Server infrastructure (VMware vSphere hosts) 

· 3 x ESXi host cluster for virtual desktops 

· Name - View VDI Cluster 

· 2 x ESXi host cluster for management 

· Name - View MGMT Cluster 

· ESXi Host Network Configuration (for each host) 

Three (3) Cisco Network vSwitches (24 port)
· vSwitch0 (vmnic0, vmnic1) 

· Service Console (Service Console Port Group) 

· vSwitch1 (vmnic2, vmnic3) 

· VMotion (VMkernel Port Group with VMotion enabled) 

· vSwitch2 (vmnic4, vmnic5) 

· Virtual Machine Network (Virtual Machine Port Group) 

· Virtual desktops will be attached to this network 

· Virtual Server Network (Virtual Machine Port Group) 

VMware View and 3rd Party server components will be attached to this network 

VMware Provided Infrastructure Components: 

· VMware software 

· VMware vSphere 4.1 

· VMware View 4.6 

· VMotion (VMkernel Port Group with VMotion enabled)
· vSwitch2 (vmnic4, vmnic5) 

· Virtual Machine Network (Virtual Machine Port Group) 

· Virtual desktops will be attached to this network 

· Virtual Server Network (Virtual Machine Port Group) 

· VMware View and 3rd Party server components will be attached to this network 

VMware Provided Infrastructure Components: 

· VMware software 

· VMware vSphere 4.1 

· VMware View 4.6 


